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# Krav efter AI-forordningen (højrisiko) (idriftsætter)

|  |  |  |  |
| --- | --- | --- | --- |
| **Krav-ID** | **Beskrivelse af krav** | **Kravets grundlag** | **Beskriv, hvordan kravet overholdes (”følg eller forklar”)** |
|  | Kommunen skal anvende højrisiko-AI-systemet i overensstemmelse med brugsanvisningen. | AI-forordningens artikel 26, stk. 1 |  |
|  | Varetagelsen af det menneskelige tilsyn med højrisiko-AI-systemet overdrages til en person med tilstrækkelige kompetencer, uddannelse og myndighed samt den nødvendige støtte. | AI-forordningens artikel 26, stk. 2 |  |
|  | Inputdata skal være relevante og tilstrækkeligt repræsentative i lyset af formålet med AI-systemet.  Dette krav er kun relevant, såfremt kommunen i rollen som idriftsætter udøver kontrol over inputdata. | AI-forordningens artikel 26, stk. 4. |  |
|  | Driften af højrisiko-AI-systemet skal overvåges på grundlag af brugsanvisningen. | AI-forordningens artikel 26, stk. 5 |  |
|  | Logfiler skal opbevares, hvis logfilerne er under kommunens kontrol i rollen som idriftsætter. | AI-forordningens artikel 26, stk. 6 |  |
|  | Som arbejdsgiver informerer kommunen inden ibrugtagning eller anvendelse af højrisiko-AI-systemet de berørte arbejdstagere om, at de vil være omfattet af anvendelsen af højrisiko-AI-systemet. | AI-forordningens artikel 26, stk. 7 |  |
|  | Kommunen skal som idriftsætter af højrisiko-AI-systemet registrere dette i en EU-database. | AI-forordningens artikel 26, stk. 8, artikel 49 og artikel 71 |  |
|  | Kommunen skal anvende oplysningerne i brugsanvisningen til at foretage en konsekvensanalyse vedrørende databeskyttelse (DPIA). Se værktøj her. | AI-forordningens artikel 26, stk. 9  Databeskyttelsesforordningens artikel 35.  Se evt. oversigt over databeskyttelsesretlige krav |  |
|  | Såfremt kommunen er idriftsætter af et af de i AI-forordningens bilag III nævnte højrisiko-AI-systemer, der træffer beslutninger eller bistår med at træffe beslutninger vedrørende fysiske personer, se vejledningens afsnit 1.2, underretter kommunen disse personer om, at de er genstand for anvendelsen af AI-systemet. | AI-forordningens artikel 26, stk. 11 |  |
|  | Såfremt kommunen er idriftsætter af et af de i AI-forordningens bilag III nævnte højrisiko-AI-systemer, skal kommunen sikre, at enhver person, der er omfattet af en afgørelse truffet på grundlag af output fra højrisiko-AI-systemet, som har retsvirkninger eller på tilsvarende måde i væsentlig grad påvirker den pågældende person på en måde, som personen anser for at have negativ indvirkning på vedkommendes sundhed, sikkerhed eller grundlæggende rettigheder, kan få en klar og meningsfuld forklaring fra kommunen om højrisiko-AI-systemets rolle i beslutningsprocessen og hovedelementerne i den trufne afgørelse. | AI-forordningens artikel 86, stk. 1 |  |
|  | Kommunen skal foretage en konsekvensanalyse for grundlæggende rettigheder (FRIA), som anvendelsen af højrisiko-AI-systemet kan medføre. Se værktøj her. | AI-forordningens artikel 27, stk. 1 |  |