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# Krav efter AI-forordningen (begrænset risiko) (idriftsætter)

| **Krav-ID** | **Beskrivelse af krav** | **Kravets grundlag** | **Beskriv, hvordan kravet overholdes (”følg eller forklar”)** |
| --- | --- | --- | --- |
|  | Kommunen skal som idriftsætter af AI-systemer til følelsesgenkendelse eller et system til biometrisk kategorisering underrette de fysiske personer, der udsættes herfor, om driften af systemet. | AI-forordningens artikel 50, stk. 3 |  |
|  | Kommunen skal som idriftsætter af AI-systemer, der genererer eller manipulerer billede-, lyd- eller videoindhold, der i væsentlig grad ligner faktiske personer, genstande, steder eller andre enheder eller begivenheder, og som fejlagtigt vil fremstå ægte eller sandfærdigt ("deep­fake"), oplyse, at indholdet er blevet genereret kunstigt eller manipuleret. | AI-forordningens artikel 50, stk. 4 |  |
|  | Kommunen skal som idriftsætter af et AI-system, der genererer eller manipulerer tekst, der offentliggøres med det formål at informere offentligheden om spørgsmål af offentlig interesse, oplyse, at teksten er blevet kunstigt genereret eller manipuleret. | AI-forordningens artikel 50, stk. 4 |  |