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# Krav efter AI-forordningen (begrænset risiko) (udbyder)

|  |  |  |  |
| --- | --- | --- | --- |
| **Krav-ID** | **Beskrivelse af krav** | **Kravets grundlag** | **Beskriv, hvordan kravet overholdes (”følg eller forklar”)** |
|  | AI-systemer, der er beregnet til at interagere direkte med fysiske personer, udformes og udvikles af kommunen på en sådan måde, at fysiske personer oplyses om, at de interagerer med et AI-system, medmindre dette er indlysende ud fra omstændighederne og anvendelsessammenhængen. | AI-forordningens artikel 50, stk. 1 |  |
|  | Som udbyder af AI-systemer (inkl. AI-systemer til almen brug), der genererer syntetisk lyd, billede, video eller tekst, skal kommunen sikre, at outputtet er mærket i et maskinlæsbart format og kan spores som kunstigt genereret eller manipuleret. | AI-forordningens artikel 50, stk. 2 |  |